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Abstract

This paper demonstrates how 3D skeletal reconstruction
can be performed by using a pose-sensitive embedding tech-
nique applied to multi-view video recordings. We apply our
approach to challenging low-resolution video sequences.
Usually skeletal reconstruction can be only achieved with
many calibrated high-resolution cameras, and only blob
detection can be achieved with such low-resolution im-
agery. We show that with this embedding technique (a met-
ric learning technique using a deep convolutional architec-
ture), we achieve very good 3D skeletal reconstruction on
low-resolution outdoor scenes with many challenges.

1. Introduction

Human pose reconstruction and human activity recogni-
tion has been a very active field over the past decades. Tech-
niques range from high-resolution multi-camera inputs such
as systems that use 12 cameras in uncluttered green screen
environments [38] or those that work on the HumanEVA
indoor lab dataset [35] to low-resolution scenarios that can
detect pedestrians or find approximate body part areas in
single views [14, 5]. A more detailed overview of related
approaches is provided in section 2.

Our system differs from these two extremes: it uses
the multi-camera approach, but instead of using 12 high-
resolution cameras, we use only 3 views and resolutions
comparable to the imagery of the low-resolution systems
previously mentioned. High-resolution multi-camera sys-
tems can use a kinematic body model, but low-resolution
systems do not work with kinematic chains. The number of
degrees of freedom is not in balance with the lower pixel
resolution. Our system follows a different approach: It
uses a metric learning technique that recently has been suc-
cessfully applied to very challenging cluttered domains for
upper body 2D pose matching [40]. We demonstrate how
this technique can be extended to a 3D skeletal model, and
how it can be applied to low-resolution camera views that

are recorded from two cameras on the 12th floor in a city
building facing down to a busy side walk, and from another
camera on the 2nd floor. The system is first trained with
a crowd-sourced technique using amazon mechanical turk,
and then used for 3D reconstruction, using a hybrid of the
learned pose-embedding technique and a 3D structure from
motion technique. No pre-calibration of the cameras and
no prior skeletal model is necessary. We demonstrate sur-
prisingly good 3D skeletal motion reconstruction given the
challenges of this outdoor low-resolution domain.

2. Related Work

Activity in human pose estimation has a long tradi-
tion in computer vision reaching back to milestone pa-
pers in model-based approaches over the past three decades
[27, 19, 46, 15, 30, 29, 6, 22, 12, 34, 36] and reaching a
paper count of over 350 significant contributions between
2001 and 2006 [25]. Most recently, 3D pose estimation has
reached new heights through the use of much better cam-
eras, many more cameras, higher resolution mesh models
[23, 8, 11, 38], human motion priors both machine learning
[41, 47] and physics-based [7, 44], and through the avail-
ability of the HumanEVA database [35].

All of these techniques mainly work with many cameras
in a laboratory setting. Approaches that work on arbitrary
outdoor footage in cluttered environments have emerged
over the past decade, not by using a kinematic model, but
by using extensive training data, or new features (learned or
hand coded) [26, 9, 1, 18, 14,5, 2,31, 32, 28, 13].

More closely related to the method proposed in this pa-
per are nearest-neighbour and locally-weighted regression-
based techniques. One family of techniques has performed
2D pose estimation in the absence of a kinematic model by
learning pose-sensitive hash functions [33, 20]. These ap-
proaches use edge histogram features similar to HOG [10].
They rely on good background subtraction or recordings
with clear backgrounds. Our domain contains clutter, light-
ing variations and low resolution such that it is impossible
to separate body features from background successfully. We
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Figure 1. Example views from our the cameras facing the side-
walk. We used three cameras programmed with different aspect
ratios to attain the best coverage of the sidewalk. Two overhead
cameras faced out the window of our 12th floor lab, and one cam-
era was mounted 12 feet high on the side of the sidewalk.

instead learn relevant features directly from pixels (instead
of pre-coded edge or gradient histogram features), and learn
background invariance from training data.

3. Our Approach

Our system can be positioned as a solution that lies
somewhere between a high-end indoor studio capture setup,
and a single video surveillance camera. In the past, we ap-
plied a similar method to very low-resolution single view
videos. In this paper, we show how we can perform 3D
skeletal tracking of people in an outdoor scene (a crowded
walkway in the downtown area of a bigger city), using 3
camera views that are placed at distance. Figure 1 shows
several example frames from our dataset.

3.1. Preprocessing

We first located people on the scene by running on the
overhead views an adaptive background subtraction tech-
nique (figure 2) followed by a graph matching-based blob
tracking [45, 48] technique. This technique tracks very ro-
bustly objects from aerial views [45], and in our case, peo-
ple who are close to a pure overhead view. Side views are
more difficult for background subtraction, especially with
traffic in the background and significant occlusion between
pedestrians. Knowing the camera angles and the ground
plane allows us to estimate regions of interest (ROI) for all
3 views, starting with the blob estimation from the overhead
view, and reconstructing the same position in other views.

Once we have calculated the region of interest corre-
sponding to potential people, we normalize all cropped
ROIs to 128 x 128 pixels. Frequently the original resolu-
tion of the cropped region is less than 128 x 128, in which

Figure 2. Example background subtraction and ROI tracking.
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Figure 3. Example images of pedestrians.

case we upsample (e.g. the overhead camera). In other cases
(e.g. from the sidewalk camera 12 feet high) it is down sam-
pled. Figure 3 shows a representative example set for all
views.

3.2. Pose Estimation Architecture

Once we have estimated the normalized ROI of the per-
son, we learn a mapping from the 128 x 128 pixel domain
into a latent feature space that captures 2D or 3D pose con-
figuration. In this specific example, the pose is defined by
13 points at body joints, head, hands, and feet position. In
the 2D domain it is a 26 dimensional vector, and in the
3D domain it is a 39 dimensional vector. The mapping is
not made directly into the pose domain. Instead we learn
a mapping into a 32 dimensional “latent space” or metric
space that defines “closeness” to be images that contain peo-
ple in “similar” pose, but potentially quite different in ap-
pearance. The technique is similar to recent hashing tech-
niques, that maintain a large database of images and aim
to match novel “query” images to semantically similar im-
ages in the database. The non-linear embedding that we
learn is based on several extensions to the Neighborhood
Component Analysis (NCA) framework [16]. Our method
is convolutional, enabling it to scale to realistically-sized
images. By cheaply labeling a large set of example images
with different poses, we can afford to generate large exam-
ple databases very quickly for new domains, like this spe-
cific set of cameras pointing at a specific corner of the street.
In the case of 2D body pose, we have already demonstrated
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Figure 4. Pose Sensitive Embedding.

the success of this method in many different domains, in-
cluding hand gesture analysis of lecturers during a confer-
ence [40] and learning the poses of music fans [42].

Our pose-embedding technique which we call Pose Sen-
sitive Embedding (PSE) is based on a standard convolu-
tional architecture [24, 21]: alternating local contrast nor-
malization, convolution, and subsampling layers followed
by a single fully-connected layer (see Fig. 4). The “deep
learning” community has argued that low-level and mid-
level features in such an architecture achieve similar or su-
perior performance to other established features, such as
HOG and SIFT and can automatically adapt to different do-
mains [4]. Our architecture differs from typical convolu-
tional nets in the objective function with which it is trained
(i.e. minimizing a loss function). Because the loss is de-
fined on pairs of examples, we use a siamese network [3]
whereby pairs of frames are processed by separate networks
with shared weights. The loss is then computed on the out-
put of both networks. If two images are similar in terms of
their pose vectors, then we aim to produce outputs that are
close in a Euclidean sense. If the images are not similar in
their pose vectors, then we aim to produce outputs that are
far apart.

Figure 4 shows such a network. Images are pre-
processed using LCN (Local Contrast Normalization). Con-
volutions are followed by pixel-wise tanh and absolute
value rectification. The abs prevents cancellations in local
neighbourhoods during average downsampling [21]. Our
architectural parameters (size of filters, number of filter
banks, etc.) are chosen to produce a 32-dimensional out-
put.l

The loss function that is minimized in this network is
based on a “soft” notion of similarity in pose-space of 2
sets of pose vectors y; and y; coding the joint locations:
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'We have found empirically that the performance of our method is not
overly sensitive to the choice of latent dimensions. 32D not only works

reasonably well but is well-suited for GPU implementations. See [40] for
further discussion.
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Figure 5. Example interface for amazon mechanical turk.

Learning is performed by back-propagating the error
through the remaining layers of the network for all possi-
ble pairs of training images, or randomly selected pairs. In
[40] we have shown that these techniques show improved
performance over other embedding techniques using a pub-
licly available database [17].

3.3. Labeling the Training Set

Our nearest neighbor technique relies on having enough
training data to learn a “pose-sensitive” mapping. We heav-
ily depend on crowd-sourced labeling of training data for
many domains. Instead of building a generic human pose
estimator, we follow the strategy that for each new domain
(lectures, music fans, basketball stadium, or in this case
pedestrians), we quickly and cheaply collect training data
with an Amazon Mechanical Turk (AMT) interface we pre-
viously developed [37]. This allows us, in some cases, near
real-time data collection. For instance, several times dur-
ing conferences or workshops, we could collect and analyze
the gestures of speakers prior to our slot and then demon-
strate the results as part of our presentation. Recently it
was exposed very explicitly that every database has a strong
bias [43]. This includes large, popular collections like PAS-
CAL or ImageNet. We subscribe to this philosophy and, in
response, build very biased datasets for each new domain
quickly and cheaply.

Figure 5 shows our interface for mechanical turk crowd
sourcing applied to the domain of this paper. All results
in this paper are based on collecting only 40 videos of 60
frames each (2,400 poses) for the total amount of 80 USD.
Each HIT (human intelligence task) asks a worker to label
13 joint locations on one view in a region of interest. We
asked 3 online workers to work on the same task for redun-



dancy and error correction.

3.4. Training Pose Embedding

The 2, 400 images with pose annotations where split into
75% training data and 25% test data. For both the training
data and the test data we enlarged the number of images by
a factor of 16 (total of 38,400 image / pose label pairs) in
warping the images by random offsets up to 20% . This is a
common heuristic to increase generalization performance,
and make the pose embedding more robust to inaccurate
tracking estimates.

Figure 6 shows several examples of unseen input images
fed into the embedding, and it’s 16 nearest neighbors from
the training data, including the labeled pose annotations.
The average pixel error for pose using the nearest neigh-
bor estimate is 2.13 in 128 x 128 pixel image resolution
(1.6% error). Using the top 2 nearest neighbors, the pixel
error increases to 2.23.

3.5. 3D Pose Estimation

We are currently investigating several options how to
compute 3D pose estimation:

e Algo-1: Compute just the nearest neighbor for each
camera angle and reconstruct in 3D the skeleton in ap-
plying a standard structure from motion technique [39]
on the entire space-time data of the predicted multi-
view 2D poses.

e Algo-2: 3D reconstruct the training data first with the
same technique [39] and use as input/label pairs the
multi-view image and its 3D reconstruction.

At the time of this workshop submission, we only have
good results for Algo-1, as seen in figure 7.

4. Conclusions

We have presented a method for 3D skeletal reconstruc-
tion from low-resolution, noisy, inexpensive cameras. Our
technique falls somewhere in-between an expensive high-
performance indoor multi-camera setup and a flexible but
inadequate single-camera configuration. Paramount to our
approach is a data-driven non-parametric nearest neighbor
algorithm that relies on quickly crowd-sourcing domain-
specific datasets via Amazon Mechanical Turk. Our results
show that we can obtain accurate 3D body pose in unstruc-
tured and challenging environments. Here we have focused
on the problem of analyzing pedestrians on a crowded and
busy city street. Future work will examine at the active
learning scenario, specifically exploiting AMT and the fact
that our learned embedding can be incrementally updated.

-
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Figure 6. Examples of 16 nearest neighbors in the learned embed-
ded space for a selection of unseen input images.
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Figure 7. An example walk cycle of a person using our multi-view
pose embedding and Algo-1 to 3D reconstruct the pose sequence.
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